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Resumo. Este resumo expandido apresenta um estudo sobre a sintese de ima-
gens derivadas de dados extraidos de dudio, empregando técnicas de processa-
mento de sinais e métodos de visualizacdo computacional. O trabalho propoe
a conversdo de um sinal unidimensional — o dudio — para representacoes
visuais bidimensionais construidas a partir de extratores como FFT, MFCC
e Chroma. Os resultados demonstram que diferentes descritores espectrais
produzem padrées visuais particulares, sugerindo potencial para aplicacoes
artisticas, performdticas e analiticas.

1. Introducao

A relacdo entre misica e imagem possui um longo histérico tedrico e experimental, explo-
rado por artistas, matematicos e pesquisadores da percep¢ao. Com o avango das técnicas
computacionais, tornou-se possivel tratar o dudio ndo apenas como um sinal sonoro, mas
como um conjunto estruturado de dados capaz de ser reinterpretado visualmente[/1} [2].

A expansdo dimensional, isto é, a conversdo de um sinal unidimensional para
uma representacdo bidimensional, permite revelar informagdes que ndo siao diretamente
perceptiveis na forma original do som. Este trabalho investiga como diferentes extratores
de caracteristicas podem produzir imagens coerentes com as propriedades temporais e
espectrais do 4dudio, explorando a sintese visual a partir de FFT, MFCC e Chromal3, 4]].

2. Fundamentacao Teérica

A andlise de dudio envolve etapas de transformacgdo que possibilitam observar frequéncia,
energia e padroes temporais. Inicialmente, utiliza-se a Transformada Répida de Fourier
(FFT), que decompde o sinal em suas frequéncias constituintes, permitindo identificar
regides de maior intensidade espectral. A Figura [ apresenta um exemplo dessa andlise
aplicada a um trecho sonoro simples.

Além da FFT, emprega-se o MFCC, que utiliza escalas perceptuais para apro-
ximar o processamento humano do timbre. Os coeficientes resultantes fornecem uma
representacdo compacta e util de caracteristicas timbricas. Em contraste, o Chroma orga-
niza frequéncias de acordo com classes de altura musical, oferecendo uma visao direta-
mente relacionada as notas presentes no material sonoro[, |6, [7].

Essas técnicas complementares sao essenciais para produzir imagens que refletem
estrutura harmonica, timbre e distribui¢do espectral.

3. Experimentos

Para avaliar a qualidade visual e a coeréncia dos padrdes gerados, foram utilizados dudios
de trés categorias: baixo elétrico, guitarra distorcida e vocais. Cada extrator produziu uma
representacao distinta, e sua combinagao permitiu explorar diferentes dimensodes do som.
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Figura 1. Representacao em frequéncia obtida pela FFT.

A anidlise pelo MFCC, por exemplo, evidenciou diferencas marcantes entre ins-
trumentos, como mostrado na Figura[2] Nesse caso, o baixo apresentou coeficientes mais
estdveis e consistentes, refletindo a predominancia de frequéncias graves e menor variagao
harmonica.
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Figura 2. MFCC aplicado a um trecho de baixo elétrico.

Para sinais vocais, o Chroma se mostrou mais adequado, pois realca variagdes
melddicas e mudangas rapidas de altura. Isso é especialmente evidente em trechos com
maior expressividade melddica ou com presencga de vibrato.

4. Resultados

A sintese visual final utilizou uma juncao de FFT (para estrutura), MFCC (para textura)
e Chroma (para coloragdo baseada nas notas). Em vez de empregar todas as figuras in-



termedidrias, apresentamos apenas um dos quadros finais, ilustrando a fusao entre os trés
tipos de informacao.
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Figura 3. Frame final da sintese de imagem baseada em FFT + MFCC + Chroma.

A combinacgdo das técnicas demonstrou que cada extrator contribui de maneira
especifica para o resultado visual: a FFT define contornos e distribui¢cdes espectrais, o
MEFCC adiciona densidade e irregularidades timbricas e o Chroma introduz padroes rela-
cionados a harmonia. Assim, a imagem resultante representa uma sintese coerente entre
a estrutura e a expressividade musical.

5. Conclusao

Este trabalho demonstrou a viabilidade da construcdo de imagens a partir de dados ex-
traidos de dudio utilizando trés técnicas complementares. A abordagem evidenciou que si-
nais sonoros carregam informacdes estruturais ricas, capazes de serem reinterpretadas vi-
sualmente de maneira consistente. Como trabalhos futuros, pretende-se investigar outras
formas de composicao visual, integrar processamento em tempo real e explorar aplicagdes
artisticas interativas.
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